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A B S T R A C T
Unsupervised domain adaptation is an important problem in machine learning. Machine learning models
trained on a certain dataset often are tested on datasets that are drawn from a different distribution. The
aim of our work is to find methods to provide the same performance of the machine learning model
on a test distribution as the train distribution. We propose using optimal transport to achieve this and
demonstrate results on a model used to asses poverty in Africa.

1. Introduction
Many machine learning models do not perform as well when
they are deployed for real world use as they do in training. This
disparity affects proper evaluation of the model and often leads
models thought to perform well and deployed for use in actu-
ality performs quite poorly. Many approaches have been used
to solve this issue including data augmentation, techniques on
preventing overfitting, e.t.c.. These methods work only under
the assumption that the training data for the model is represen-
tative of the data the model would be deployed on, i.e. drawn
from the same distribution. However in many areas, machine
learning models are tested on data that is a different distribution
of data than the one trained on. This issue comes under domain
adaptation. We specifically look at the case of unsupervised do-
main adaptation where the labels of the deployed distribution is
unknown.

1.1. Unsupervised Domain Adaptation

Given a train set Xs = {xs
i}Ns

i=1 where xs
i ∈ Rd and a set

of labels Ys = {yi}Ns
i=1 where yi ∈ C, C is the set of all

labels, unsupervised domain adaption infers the labels of the
test set Yt = {yi}Nt

i=1 from Xt = {xt
i}Nt

i=1. Unsupervised do-
main adaption also supposes that the probability distributions
Ps(x

s, y) and P(xt, y) are not equal and are drawn from a
source domain Ωs ∈ Rd and target domain Ωt ∈ Rd respec-
tively, Ωs ̸= Ωt.

1.2. Optimal Transport for Unsupervised Domain
Adaptation

To use optimal transport for unsupervised domain adaptation,
we suppose there exists some non-linear transformation

T : Ωs → Ωt

We let P(y|xs) = P(y|T (xt)) where T is the most efficient
transportation with respect to a given cost. We will concretize
this using optimal transport.

Let r, c be probability vectors in the simplex ΣNs×Nt = {x ∈
RNs×Nt

+ } such that r =
∑Ns

i=1 p
s
i δxs

i
and c =

∑Nt
i=1 p

t
iδxt

i

where δxi is the Dirac Delta function at the sample xi and pi is
the associated probability mass such that

∑N
i=1 pi = 1. Define

U(r, c) as the transport polytope between r and c where

U(r, c) = {T ∈ RNs×Nt
+ |T1Ns = r, T⊤1Nt = c}

Then, using Sinkhorn Transport algorithm as described in [1],
we can find T by

T = argmin
T∈U(r,c)

⟨M,T ⟩ − 1

λ
h(T ) (1)

Where M(i, j) = ||xs
i − xt

j ||22 such that M is a
cost matrix on squared Euclidean distance, h(T ) =

−
∑Ns

i=1

∑Nt
j=1 pij log(pij) and pij = T (i, j) and ⟨·, ·⟩ is the

Forbineus dot product. The regularization term is added to re-
duce the sparsity of the transport plan T allowing for a smoother
transport overall.

2. Experiment
To test optimal transport in domain adaptation, we implement
Sinkhorn Transport for an unsupervised domain adaptation
problem. We want to test the following pipeline:

Train:

(Xs, Ys) → MLModel

Test:

(Xt) → T (Xt) → MLModel → PredictionYt
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2.1. Dataset

We use the poverty map dataset from WILDS [2]. This data
provides satellite imagery of Africa with corresponding wealth
indices used to predict the wealth of the corresponding satellite
image. The images are divided by country, and by whether the
image is of a urban or rural area of the county.

Each satellite image has 8 channels which are blue, green, red,
short wave infrared 1, short wave infrared 2, temperature, near
infrared, and nightlights as shown below.

The distribution of wealth in the urban and rural areas are
very different per country. which made it important to train
models separately on the two distributions as otherwise simply
identifying the difference would result in a fairly good classifier

2.2. Problem Formulation

We let the source distribution be the satellite images from the
country Nigeria and the target distribution to be images of
Mali. We chose these two countries for the color shift between

them. Mali is far more desert and therefore more brown with
satellite imagery while Nigeria has far more grassland and
jungle resulting in more greener satellite imagery. Mali is
shown above and Nigeria is shown below.

We use convolutional neural network (CNN) as our machine
learning model that we train on satellite images of Nigeria and
deploy on images of Mali. The architecture is shown below.

Due to the change in distribution for urban and rural wealth,
we train two models – one on urban satellite images of Nigeria
and the other on rural. The model is trained for 400 epochs with
training accuracy shown below.

In this case, let Xs be the set of satellite images of urban or rural
Nigeria, Ys be the wealth labels where ys

i ∈ C = {−1, 0, 1}.
The labels are classified by the lower third of the wealth,
middle third of wealth and upper third of wealth corresponding
to -1, 0 and 1 respectively.
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We then implement optimal transport by using satellite images
of Mali as Xt. As Sinkhorn Transport is still quite slow for train-
ing on large amounts of data, we train only on 500 points chosen
from urban (or rural) Nigeria and urban (or rural) Mali so that
Ns = Nt = 500. We then find the transport matrix T as de-
fined above and then transport each pixel in Xt by finding its
nearest neighbor in squared Euclidean distance and using the
corresponding transport plan of that pixel.

2.3. Results

We found in this case that Sinkhorn Transport did not work
better than simply using the model itself on images of Nigeria.

We believe that this is due to the creation of artifacts through
optimal transport that resulted in poor results once put through
the CNN. The artifacts are shown below on a sample image of
Mali where the CNN correctly predicted the result at first with-
out OT and then changed the result after OT to an incorrect
result.

3. Conclusion

While optimal transport did not work for unsupervised do-
main adaptation in this case, we believe this is due to a lack of
data in our optimal transport leading to artifacts. In the future
we hope to implement optimal transport with more data and try
different models to see if we achieve better performance.
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